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Soft robot perception using embedded soft sensors and 
recurrent neural networks
Thomas George Thuruthel1*†, Benjamin Shih2†, Cecilia Laschi1, Michael Thomas Tolley2

Recent work has begun to explore the design of biologically inspired soft robots composed of soft, stretchable 
materials for applications including the handling of delicate materials and safe interaction with humans. However, 
the solid-state sensors traditionally used in robotics are unable to capture the high-dimensional deformations of 
soft systems. Embedded soft resistive sensors have the potential to address this challenge. However, both the soft 
sensors—and the encasing dynamical system—often exhibit nonlinear time-variant behavior, which makes them 
difficult to model. In addition, the problems of sensor design, placement, and fabrication require a great deal of 
human input and previous knowledge. Drawing inspiration from the human perceptive system, we created a 
synthetic analog. Our synthetic system builds models using a redundant and unstructured sensor topology 
embedded in a soft actuator, a vision-based motion capture system for ground truth, and a general machine 
learning approach. This allows us to model an unknown soft actuated system. We demonstrate that the proposed 
approach is able to model the kinematics of a soft continuum actuator in real time while being robust to sensor 
nonlinearities and drift. In addition, we show how the same system can estimate the applied forces while interacting 
with external objects. The role of action in perception is also presented. This approach enables the development of 
force and deformation models for soft robotic systems, which can be useful for a variety of applications, including 
human-robot interaction, soft orthotics, and wearable robotics.

INTRODUCTION
Perception is an essential component of an intelligent autonomous 
system. It is one of the basic necessities for closed-loop control and 
representation of the environment. Robotic perception involves the 
kinematic estimation of the self, contact modeling, and mapping of 
the surroundings. With traditional rigid robotics, solutions to pro-
prioception and tactile sensing involve highly specialized sensors 
precisely developed and arranged to ensure maximum state observ-
ability. This is feasible because of the availability of accurate models 
and reliable technological development. With the rise of soft robot-
ics and the complexities involved with modeling and development 
of soft robots (1, 2), we are presented with new challenges in percep-
tion. The high dimensionality of soft robots and soft sensors compli-
cates the selection of type, number, and placement of sensors. With 
the availability of analytical models, statistical metrics can be formu-
lated for this problem (3). However, the modeling of soft sensors is 
challenged by inconsistencies in their manufacture and nonlineari-
ties in their dynamics (4, 5, 6).

The development of technologies for sensing in soft robotics is a 
growing field with diverse potential solutions (5). There are subtle 
differences between each of these technological solutions that give 
each unique advantages depending on the required task. An ideal soft 
sensor must provide state information along the body of a soft system 
with minimal effect on the dynamics of the system. Embedded sens-
ing is the most viable solution for strain, stress, contact, and rough-
ness estimation (7, 8, 9, 10, 11, 12, 13). Unlike external sensing (e.g., 
vision), embedded soft strain sensors are not restricted by occlusion 
and coordinate transformation problems. In cases where the sensor 
must be embedded in the soft system, high omni-directional compli-

ance is required. Conductive nanocomposites are among the most 
commonly used materials for soft strain sensors (14, 15). However, 
the modeling of these embedded sensors is quite difficult because of 
high nonlinearities and creep (16, 17, 18), although precise manufac-
turing may help alleviate the latter (14). Another prominent strain 
sensor design has its basis in metals that are liquid at room tempera-
ture, encased in a nonconductive elastomer (19, 20). Although they 
do not exhibit notable creep characteristics, these sensors are dif-
ficult to manufacture and are susceptible to leakage. Higher accuracy 
can be obtained with fiber Bragg gratings (21), stretchable optical 
waveguides (12), and magnetic sensors (22). However, these options 
have reduced omni-directional compliance. For this work, we use 
strain sensors consisting of layers of polydimethylsiloxane (PDMS) 
impregnated with conductive carbon nanotubes (cPDMS). We chose 
this particular sensor design because of its ease of manufacture and 
its scalability in number. From the viewpoint of modeling, these sen-
sors exhibit many of the nonlinearities and the creep phenomenon 
typically observed in other soft sensors. Hence, an approach viable 
for these sensors should be easily transferred to soft sensors with other 
designs (as discussed above).

Once a consistent sensor is embedded in a system of concern, 
the next step is to obtain meaningful information about the system 
states from the raw sensor readings. Unlike traditional sensing tech-
nologies, soft sensors conform to the structure of the surrounding 
dynamical system. Consequently, formulating kinematic and con-
tact models based on these sensors requires an understanding of the 
sensor dynamics as well as the system dynamics. Because of their 
omni-directional compliance, these sensors could potentially have 
singular configurations (sensor values do not change at certain sys-
tem configurations) and nonunique mappings (i.e., similar sensor 
readings for different system configurations). Furthermore, in the 
case of interactions with the surroundings, contact modeling is a high-
ly complex mathematical problem, currently limited to theoretical 
studies (5). Because of the complexity in modeling, most work has 
adopted empirical or semi-analytical approaches. A purely analytical 
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framework would require advancements in technologies for precise 
and repeatable manufacturing of the sensors, as well as the dynam-
ical system in question. This work circumvents these challenges by 
providing a general framework for automatically generating these 
models experimentally using machine learning algorithms. Recent 
work has also begun to explore the viability of using learning-based 
approaches for model synthesis (23, 24).

One of the biggest challenges in perception for soft robotics is 
multimodal sensing, i.e., the capacity of a soft robot to perceive mul-
tiple physical parameters. One example is a soft manipulator that is 
able to simultaneously estimate its kinematic configuration and the 
external forces applied to it. Previous works have proposed complex 
manufacturing and sensor design solutions for multimodal sensing 
(25, 26, 27); however, these works are limited to proof of concept 
only and lack modeling processes of their embedded sensors. More-
over, they are designed based on previous knowledge about the type 
of contacts (typically only tip contacts), sensor properties, and appli-
cations. Many sensory modalities—like stress, strain, and pressure—
can be theoretically observed with multiple strain sensors of the same 
kind (5). Another overlooked phenomenon is the contribution of 
action to perception, an additional source of information used by 
humans (28). Sensing in the presence of active (internal forces) and 
passive (due to external constraints) forces is a task that has not yet 
been investigated in the context of soft robotics.

A compelling solution to the soft perception problem can be 
found in our own sensory system. The human proprioceptive sys-
tem, in contrast to the traditional approach in robotics, is charac-
terized by a highly redundant, diverse, and unstructured sensor 
architecture (29). Either by design or because of fundamental limita-
tions of biological systems, there is constant transformation in the 
sensory system caused by growth, damage, and fatigue. Hence, the 
neuronal modeling centers are constantly adapting using visual data as 
teaching signals and frames of reference (30, 31, 32).

Highly redundant, randomized, and scattered sensor distribution 
is a simple yet powerful solution to the problems of sensor placement 
and determination of number and type of sensors. For soft sensors 
with higher compliance than the soft bodies they are sensing, an inju-
dicious number of sensors can be embedded in the body being mon-
itored with minimal perturbations to the system’s dynamics. Previous 
work has investigated this concept by randomly placing commercial 
bend sensors and selecting the best combination for static modeling 
using information theory (24). The challenge in modeling unknown 
sensor and system dynamics can be solved with any machine learning 
approach as long as reliable training signals are available for develop-
ing the model. These ideas have been explored for object identifica-
tion (33, 34), bend angle prediction (35), tactile gesture recognition 
(36), force sensing (23), and localization (23).

The three main areas of interest in soft robot perception are con-
cerned with the estimation of body kinematics, external wrenches 
(i.e., applied combinations of forces and torques), and contact point 
estimation. Because of the strong coupling between the kinematics 
and the statics of conventional soft robots, all of these problems are 
interconnected (37). The problem of kinematic estimation can be 
stated as follows: Given the current sensor deformation states sd(t) 
and the control input (t), the objective is to provide a model that 
predicts the position y(t) of the system. The cardinality of the re-
quired sensor space increases with the number of contacts and the 
dynamic actuation range. For example, for a soft robot with a single 
actuated degree of freedom (DoF) and no contacts with the sur-

roundings, a single deformation sensor is sufficient for static mod-
eling. In this case, even local strain information along the length of 
the robot is sufficient for full observability. Additional sensors may 
be required for dynamic modeling because passive DoFs can get ex-
cited during motion. Once the robot comes in contact with the sur-
roundings, the kinematics of a soft robot itself changes. Consequently, 
additional sensors are required to detect contact and to update the 
kinematic model accordingly.

External force sensing is a diversified problem with varying com-
plexities and challenges depending on the system design. Broadly, 
they can be divided into direct and indirect estimation methods. Di-
rect force sensing refers to approaches where the sensor is directly 
placed at the area of contact (20). Hence, modeling direct force sen-
sors becomes independent of the system in which they are embed-
ded. However, this approach imposes restrictions on the type and 
placement of sensors. Indirect force sensing infers contact forces 
based on information transmitted along the soft system, an approach 
that is more flexible in the type of sensors and their placement. This 
type of force sensing that uses configuration-level information with-
out force sensors located proximal to the end effector is commonly 
referred to as “intrinsic force sensing” (38). Static models that pre-
dict the external wrenches applied to a continuum robot given defor-
mation sensor states sd and tension sensor states st have been proposed 
for both estimation (39) and control (40). The sensible wrench space 
depends on the configuration of the system and the cardinality of the 
tension sensors (38). Khan et al. (41) showed that, with estimates of 
the compliance matrix, external forces could be measured indirectly 
using only strain sensors.

This paper describes the use of a bioinspired sensory architecture 
with a modeling recipe based on machine learning that can address 
many of the current challenges in soft robot perception (fig. S1). We 
demonstrate that this methodology can be used to perform model-
free, real-time multimodal sensing. First, we demonstrate a kinematic 
state estimator that could detect external contacts and modify the kin
ematics accordingly. Second, we show how we could use the same 
sensor architecture for indirect external force sensing. Compared with 
the state of the art, we could relax numerous assumptions commonly 
made in previous efforts: (i) Our system has both active and passive 
elements, and the modeling was done in continuous time without 
assumptions of static equilibrium. (ii) We took into consideration the 
drift and hysteresis effects typically found in current soft sensors by 
representing our problem as a time sequence prediction problem. 
(iii) The whole system could be made “sensitive” without restrictions 
on the location and duration of contacts. Therefore, unlike previous 
works on direct force modeling system, we could develop a force-
sensing module that could be trained at regions anywhere along the 
robot. We propose a simple fabrication, integration, and learning 
methodology for rapid prototyping. In addition, we demonstrate 
how redundancy in the sensory system not only helped multimodal 
sensing but also provided graceful degradation in response to sen-
sor failure.

The next section presents the materials and methods used in this 
paper. The performance of the kinematic model is presented first in 
the results section. With three partially independent cPDMS strain 
sensors, we trained and tested the model for three different conditions: 
(i) free motion of the finger, (ii) external contact at the tip, and (iii) ex-
ternal contact at a fixed location along the continuum finger. The per-
formance was benchmarked by applying the same learning approach 
to a finger embedded with commercial flex sensors in the place of the 
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soft cPDMS sensors. The subsequent section presents the results of 
the force estimation model. The experimental setup was not varied 
in this case except for adding a load cell to the external contact en-
vironment for obtaining the ground truth. The case of predicting 
forces applied at the tip is then presented. Last, we present simula-
tion studies that investigate how the redundant architecture could 
be exploited by the learned network to be more robust to noise even 
in the case of the complete loss of some sensors.

MATERIALS AND METHODS
The proposed approach was validated primarily on a pneumatically 
actuated planar soft finger with three embedded soft resistive strain 
sensors (Fig. 1). The soft finger was composed of a series of channels 
and chambers surrounded by a soft elastomer. On pressurization, 
the finger deformed according to the internal stress distribution 
along the elastomer (42). A single pneumatic actuator was used for 
driving the finger. cPDMS, with a resistance that increases with strain, 
encased in a nonconductive elastomer, served as the soft strain sen-
sor. The sensors were manually manufactured with varying lengths 
and implanted in the finger by randomly placing them roughly 
aligned with finger length during the curing process of the finger. The 
main human knowledge required during sensor placement was to en-
sure that the sensors were not placed in a location that would not 
strain during actuation (e.g., along the neutral axis of bending). For 
the training and real-time testing period, the actuators were com-
manded to random reference pressures varying every second. A low-
level proportional derivative (PD) controller tracked the reference 
pressure independently (43). A motion capture system acted as our 
ground truth, tracking the motion of the tip of the finger during the 
training phase. For force modeling, a commercial, single-axis load 
cell provided the ground truth. A type of recurrent neural network 
called a long short-term memory (LSTM) network was used for 
learning the time series mapping because of its ability to train long 
time-lagged data (44). The reference pressure inputs and the current 
impedance values of the three sensors were the only inputs to the 
network, and the outputs were the Cartesian coordinates of the fin-
gertip and the forces applied by the finger at the point of training. 

The LSTM network performs a mapping from [sd(t), (t), c(t)] → y(t) 
for kinematic estimation and a mapping from [sd(t), (t), c(t)] → F(t) 
for force estimation. Here, sd(t) is the sensor impedance readings 
consisting of the sensor resistance and reactance, (t) is the input 
pressure to the actuator, and c(t) is the current state of the LSTM 
network. p(t) is the kinematic parameter to be estimated (tip posi-
tion for our case), and F(t) is the estimated force. Note that input 
components are the same for both the kinematic and force estima-
tion. Therefore, it is possible to perform both kinematic and force 
sensing at the same time.

Fabrication of the sensors
Biological skin contains a dense, distributed network of a large variety 
of interspersed sensors (29). In our system, we mimicked the biolog
ical anatomy with three soft cPDMS sensors. The sensors were placed 
arbitrarily along the finger length when the finger was being cured 
(fig. S7).

We made the soft sensors from patterned cPDMS traces (fig. S6). 
First, we dispersed multiwall carbon nanotubes (MWCNTs) (30 to 
50 nm diameter, Cheap Tubes Inc.) in PDMS base (Sylgard 184, 3M) 
to achieve 14% MWCNT loading by mass by mixing in a speed mix-
er for 20 min. We poured a thin layer of silicone elastomer (Dragon 
Skin 10, Smooth-On Inc.) onto a rigid substrate to form the lower 
layer of the sensing skin. We thoroughly coated the cPDMS onto the 
surface of the base silicone layer to ensure that there were no gaps. 
Then, we placed silicone-insulated wires with exposed leads onto the 
uncured cPDMS and poured a second layer of silicone elastomer on 
top to seal the conductive material inside. The cPDMS layer and the 
second layer of silicone elastomer were then cured at room tempera-
ture for about 6 hours.

From this sheet of cPDMS sensors, we then cut out the desired 
geometry of the sensor manually. The resulting thickness was about 
3  mm. The ability to learn the material properties enabled us to 
trade precision in the fabrication for time and to pay less attention 
to uniform thickness or orientation of the sensors within the finger. 
This makes the sensor fabrication process more general and scal-
able than previous approaches to fabricating cPDMS sensors (34) 
because we can avoid the step of sensor masking.

In Results, the subsections on kinematic modeling, force model-
ing, and graceful degradation were done with a 1-DoF actuator that 
has a single pneumatic chamber. The section on multi-DoF system 
was done with both a 2-DoF parallel actuator (fig. S8A) and a 2-DoF 
serial actuator (fig. S8B), both of which had two pneumatic cham-
bers but inflated in different ways due to the alignment of the cham-
bers. In the 1-DoF actuator and the 2-DoF serial actuator, all three 
sensors had dimensions of about 110 mm by 25 mm by 3 mm, with 
intentional, minor differences in each sensor. In the 2-DoF actua-
tor, the three sensors had dimensions of 70 mm by 20 mm by 4 mm, 
120 mm by 26 mm by 4 mm, and 103 mm by 27 mm by 4 mm.

Fabrication of the actuators
We fabricated the actuators by casting silicone (Dragon Skin 20, 
Smooth-On Inc.) with three-dimensional–printed molds (VeroClear, 
Stratasys Objet350 Connex3) (34). After molding the chambers of the 
actuator, we embedded and bonded the sensors to the bottom of the 
actuator and sealed off the chambers by submerging in additional sil-
icone. With the chambers fully sealed, we then inserted silicone tub-
ing to enable inflation of the chambers. The wires for the sensors were 
then soldered to a printed circuit board, which provided mechanical 

Fig. 1. Soft actuator design. (A) Side view of the computer-aided design (CAD) of 
the soft actuator with infrared-reflective balls for tracking the motion of the tip. 
Embedded sensors are used to estimate the coordinates of the tip and the forces 
applied by the actuator when in contact. The plots we present in this paper de-
scribe the position of the marker at the tip relative to the marker at the base. 
(B) Physical actuator with embedded soft sensors.
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stability for the connections and header pins to connect the electronics. 
The overall dimensions of the actuator are 120 mm by 35 mm by 25 mm.

Experimental setup
Our analog to the visual feedback used by many animals is a motion 
capture system (OptiTrack Prime 13, NaturalPoint Inc.). We used 
two OptiTrack cameras to provide ground truth validation for the 
position of the finger in the real world. We placed infrared tracking 
balls for the motion capture system at the base and tip of our pneu-
matic actuator with embedded sensors. All the coordinates of the fin-
gertip were measured with respect to the base coordinates. We mounted 
the actuator onto the front of a metal stand (80/20, McMaster-Carr) 
such that two reflective markers affixed to the base and tip of the actu-
ator were visible from the front (Fig. 1). For the force sampling, we 
used a compression load cell (FX1901, TE Connectivity).

Then, we connected the finger to a volumetric control system de-
signed to apply commanded pressures to the internal chamber of the 
actuator (43). A randomly generated sequence of pressure inputs 
was sent serially to the control board, which regulated the pressure 
inside the finger using a low-level PD controller running at 1000 Hz. 
The pseudorandom sequence was in the form of square wave with a 
range varying from 0 to 3.5 bars and a time period of 1 s. The learned 
model used these reference pressure values along the actual sensor 
readings for kinematics and force predictions. We assumed that the 
actual pressure values inside the finger were similar to the reference 
value. For real-time testing of the learned model, a new random se-
quence was sent to the volumetric control system.

The sensors were connected to an LCR meter (Keysight, E4980AL), 
which provided high-precision measurements. The measurements 
were made using AC signals of 300 kHz. Both the resistance and reac-
tance of the sensor were measured and used for prediction. Because the 
meter only had a single input, we first connected the embedded sensors 
to a multiplexer circuit. The three sensor measurements were obtained 
at 10 Hz. The marker coordinates and force readings were also resam-
pled to 10 Hz. A schematic of the whole setup is shown in fig. S9.

Sampling for kinematics and force modeling
The samples for learning the kinematic model and the force model 
were obtained with the same setup. For the kinematic model, the 
marker information from the motion capture system and the corre-
sponding sensor data were required for different kinematic config-
urations. To obtain this, the finger was occasionally brought in contact 
with a fixed line contact at two different locations (see fig. S10). Be-
cause the external contact was fixed, the finger was still completely free 
to move in the other direction. The contacts were designed to touch 
the finger at the tip and at a point near the center of the continuum 
finger. The timing, duration, and location of the external contact were 
randomized to avoid biases. The sampling was continuous, and the 
data were not shuffled for learning. This is important to keep the tem-
poral information intact. For force modeling, the external contact at 
the tip was integrated with a load cell (see fig. S11).

LSTM for nonlinear, time-varying material characteristics
LSTM networks are a class of recurrent neural networks widely used 
for time series predictions (44). We used the LSTM network provid-
ed by the MATLAB deep learning toolbox for creating our network. 
For all the trained networks, for both the cPDMS sensor and the 
commercial flex sensor, we used the same network parameters. An 
LSTM layer size of 100 was taken with a dropout layer preceding the 

LSTM layer. The dropout rate was kept high at 0.5 for the graceful 
degradation test and at 0.1 for all the other tests. A fully connected 
layer that multiplied the output of the LSTM layer by a weight matrix 
and then added a bias vector provided the final output from the 
network. L2 regularization was also used to prevent overfitting. The 
training data were normalized and split into two continuous blocks 
in the ratio 80:20 for training and testing. The network parameters 
were optimized using the Adam algorithm (45). The mini batch size 
was 512.

RESULTS
Kinematic modeling
To demonstrate the potential of the proposed methodology for full-
body kinematic estimation, we performed a fundamental test from 
which scalability was evident. The test involved the finger following 
a random actuation pattern while being obstructed at unknown times 
by two fixed-point contacts. The height of the obstacles was fixed, 
but their placement along the x axis varied. One contact was en-
forced at the tip of the finger and the other at an arbitrary location 
along the length of the finger. The same experiment was repeated 
with a finger where the soft cPDMS sensor was replaced by a com-
mercial flex sensor. No adjustment to the learning approach was 
required in this case because it is agnostic to the type of sensors. 
Kinematic estimation with the flex sensor was more accurate for the 
no-contact case because of the absence of any temporal nonlineari-
ties (fig. S2B), but the high axial stiffness of the flex sensor reduced 
the effective compliance of the finger, thereby reducing the reachable 
workspace of the finger (fig. S2A).

The training performance of the LSTM network is shown in table S1, 
and the real-time test performance is shown in Fig. 2. The number of 
samples required for the cPDMS sensor was higher than for the flex 
sensor. The reason higher samples were required for the cPDMS sensor 
is solely because drift is a slow dynamic process. Because normalization 
of the data was performed using the sample data, it is necessary to make 
sure that the sensor reached the boundaries of working limit. Otherwise, 
during the testing phase, the learned network would get saturated when 
the sensor readings went outside the sample ranges. The sampling rate 
was 10  Hz, so the whole sampling period for training lasted about 
50 min. As expected, the prediction using the flex sensor was more ac-
curate even during the training and the real-time testing phase without 
contact. However, the prediction performance deteriorated upon con-
tact. The soft sensors, on the other hand, performed consistently for all 
three cases. The trajectory of the fingertip and the predicted positions 
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Fig. 2. Real-time performance. 
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are shown in Fig. 3B. A notable characteristic of the cPDMS sensor was 
the slight phase lag of the predictions. This could be due to the slower 
dynamics of the soft sensor (18) compared with the dynamics of the 
finger itself. Therefore, kinematic information from the body would be-
come observable through the sensor only after a delay. This phase delay 
was not observed in the stiffer commercial flex sensor. The real-time test 
results were measured for a period of 20 s for each scenario. The error 
plots for both the test are shown in Fig. 4. For scaling the current setup 
to accommodate more points of contact, we would need to embed more 
sensors and devise more training scenarios.

Even after being constrained at the tip from one side, the soft 
cPDMS sensors still responded to actuation inputs, because of in-
ternal stress induced by the pneumatic pressure. This was not evi-
dent with the flex sensors because of the increased axial rigidity of 
the finger itself (fig. S3). Similarly, the independence of the three 
flex sensors was affected because of this unresponsiveness to con-
tact (fig. S4). Thus, the predictions with the flex sensor were more 
prone to errors when in contact.

Force modeling
The force prediction model was learned by using the same method-
ology, but we replaced the position signals with the forces applied 
by the tip of the finger. The tip forces were measured in the x-axis 
direction (i.e., parallel to the direction of travel of the fingertip in its 
resting state) using a single-axis load cell, and 9500 samples were ob-
tained for training. The inputs to the LSTM network remained the 
same as the kinematic model. The sampling rate was also kept the same 
at 10 Hz. The average force prediction error for the first 40 s of the real- 
time test was found to be 15.3% with respect to the total range. The 

prediction and error plot of the same test is shown in Fig. 5. An addi-
tional uncalibrated test with a human hand was performed to ensure 
that the learning was not specific to the setup. The learned model per-
formed with an average error of 0.05 ± 0.06 N in estimating the mag-
nitude of error and detecting the onset of contact (implicitly); however, 
the system had exhibited a delay in detecting the cessation of contact. 
Similar phase lags observed in the kinematic estimator were also ob-
served for this case.

Movie S8 shows that the setup could theoretically be used for 
force prediction anywhere along the finger but did not measure the 
exact magnitude of the applied force at every location with the cur-
rent number of sensors. The actuator can respond to contact any-
where along the body because a single sensor runs along the body. 
This is one of the advantages of indirect force sensing. Direct force 
sensors, on the other hand, would not be responsive to contact in 
other locations. With more sensors, the methodology could be ex-
tended to estimate the exact magnitudes along the arm. Note that 
we do not need to explicitly mention the location of the contact for 
learning. Adding the fact that learning algorithms have very good 
generalization ability, we suspect that a few cases of contact would 
be sufficient to develop an approximate full-body force estimate.

Graceful degradation
Biological systems typically exhibit redundancies in their sensing 
modalities, which allow the organism to function despite damages 
to subcomponents of the system. This concept of graceful degrada-
tion suggests that we can use redundancy in the soft sensor network 
to maintain functional performance despite damage to the individual 
sensors. For the task of predicting the position of the tip of the finger 
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Fig. 3. Predicted motions of the fingertips. (A) With the cPDMS sensors. The case 
of applying contact around the center of the finger is shown. The tip was still free 
to move after the constraint was applied, but the kinematics changed. (B) With the 
cPDMS sensors. The case of applying contact around at the tip of the finger is 
shown. (C) With the flex sensor. Both cases of contact—one at the tip and the other 
near the center of the finger—are shown. The first constraint was at the tip, and the 
second constraint was near the center of the finger.

D
ow

nloaded from
 https://w

w
w

.science.org at C
am

bridge U
niversity on N

ovem
ber 11, 2022



George Thuruthel et al., Sci. Robot. 4, eaav1488 (2019)     30 January 2019

S C I E N C E  R O B O T I C S  |  R E S E A R C H  A R T I C L E

6 of 9

without contact, our sensory architecture was redundant. Therefore, 
with appropriate training, the learned model could be made more 
robust to the loss of sensory information. We achieved this by in-
creasing the dropout rate during training while using a small LSTM 
network. We expected, however, that this would reduce the accuracy 
of the model.

Here, we show the results of fundamental tests to observe the pre-
dictive power of the pretrained network in the face of abrupt loss of 
sensory information. All results were obtained by using the training 
data itself. For practical reasons, we were unable to physically remove 
sensors from the setup for real-time testing. To virtually simulate the 
removal of sensors, we set each row of our inputs to zero during the 
simulated test phase. The loss in accuracy in response to sensor re-
moval is shown in Fig. 6. For both the cPDMS sensor and the flex 
sensor, a gradual decrease in accuracy could be observed upon virtu-
al removal of each sensor and each combination of sensors. For 
the cPDMS sensors, each of the sensors appeared to contribute 
equally to the predictions. This could also be observed from the error 
distribution in the workspace (Fig.  7A). The pressure information 
played a vital role in prediction for the cPDMS sensors. This is be-
cause the pressure information played a vital role in compensating 
for sensor drift. A model trained with a short training sample with-
out pressure information showed notable drift in the test phase, 
whereas a model trained with the same data and pressure informa-
tion was able to compensate for the sensor drift (fig. S5). Small vari-

ations in the performance of the model 
among sensors can be attributed to their 
signal-to-noise ratio and the variabilities 
in training. The same comparison for 
the contact scenario led to drastic per-
formance degradation and clear error 
distributions in the workspace, indicating 
how each sensor contributed uniquely 
for different tasks (Fig. 7B).

Multi-DoF system
To validate the performance of the sens-
ing methodology on a more complex 
system, we replicated the tests on two 
2-DoF actuators. The 2-DoF parallel 
actuator (fig. S8A) is a nonplanar 2-DoF 
actuator, and the 2-DoF serial actuator 
(fig. S8B) is a planar 2-DoF actuator. 
The methodology remained the same, 

with identical actuator geometry for better comparison with the 
1-DoF system. We demonstrated that this methodology worked for 
different sensor geometries by also testing variable sizes of sensors 
on the 2-DoF parallel actuator. Ten thousand samples were obtained 
for each of the actuators for the kinematic estimation. The data were 
divided in the ratio 80:20 for training and testing, and validation 
performances were measured on the test set. The nonplanar actuator 
had a prediction accuracy of 2.43 ± 2.18 mm, whereas the planar 
2-DoF actuator had a prediction accuracy of 2.17 ± 1.65 mm.

DISCUSSION
This paper presents a generalizable, model-less technique for real-
time perception for a soft actuator using embedded soft sensors and 
recurrent neural networks. We followed a bioinspired approach for 
both hardware and software components. This allowed us to achieve 
an accurate kinematic model of a soft finger even with highly non-
linear sensors. Although more accurate predictions were obtained 
with commercial flex sensors, their relative rigidity and inextensi-
bility made them undesirable for high-dimensional deformations. With 
our proposed methodology, we demonstrated how full-body kine-
matic models could be learned. In addition, by following the same 
methodology, the system learned models of externally applied forces 
using the stress-strain relationship of the soft body. We validated 
the approach for a fundamental test using a fabrication approach 
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Fig. 5. Force prediction at the fingertip. The raw load cell readings are filtered with a simple moving average filter 
with a 1-s window. External hand contact without the load cell is also shown.
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for which scaling to large numbers of sensors could be assured. 
We were able to accomplish this with irregularly shaped strain sen-
sors. Because of the continuous distribution of the sensing module 
and the learning process, we could easily adjust the location of sens-
ing. Because of our reliance on a pure learning-based model, it was 

possible to fuse the measured information from the sensors with the 
commanded information to the pressure regulators to achieve more 
accurate models. The role of action in perception is also a phenome-
non observed in biological systems (29). The methodology is highly 
generalizable with the ability to interchange sensors, mode of sensing, 
and the system itself without any changes to the learning algorithm. 
Last, we explored how sensor redundancy can make the system more 
robust to unexpected changes to the system.

Learning-based approaches are very useful for modeling with min-
imal knowledge about the system; however, they also have inherent 
drawbacks. For example, these approaches do not afford the designer 
any physical intuition about the system. Thus, further analysis—for 
example, to determine the optimal shape, placement, and number of 
sensors—would be difficult, as would describing and correcting for 
sources of error. For this study, we used LSTM networks for training 
our time-dependent model. Although it is possible to train the same 
model with feed-forward neural networks using appended input se-
quences, this makes the model memory inefficient (46). Moreover, 
there is an additional step where the user has to hand-tune the 
fixed-input time lags. Compared with other recurrent neural network 
architectures, LSTM was chosen mainly because of the ease in training 
LSTM networks for long time-lag tasks (44). However, with the ad-
vancements in training recurrent neural networks, it would be mean-
ingful to investigate other recurrent architectures.
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Fig. 6. Test accuracy with virtual sensor removal. The performance is affected 
only a little when one of the sensor information is lost for the “no contact” case. The 
accuracy is considerably affected even with one sensor removal for the “with con-
tact” case.
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The approach described here is demonstrated on a planar soft 
finger with only three embedded strain sensors. The main bottle-
neck for scaling to a larger number of sensors was the serial nature 
of the multiplexer circuit that we used to read the sensor signals 
from a single, high-precision inductance-capacitance-resistance (LCR) 
meter. This also led to signal mixing because of ghosting (or cross-talk) 
effects that became more prevalent at higher sampling frequency. Be-
cause of this, our sensing system had a maximum sampling rate of 
10 Hz. Although 10 Hz was sufficient for this iteration of our experi-
mental tasks, it will be insufficient for more dynamic tasks or actuators 
with additional DoFs. This issue could be solved with improved data 
acquisition methods with multiple analog-to-digital channels.

A source of error for the cPDMS sensor was the lag of the predic-
tions behind the actual values. The lag was not observed with the 
commercial flex sensor, which means that it can be attributed to the 
slower dynamics of the soft cPDMS sensor (18). Nevertheless, this 
would affect the applicability of using embedded sensory feedback 
for highly dynamic tasks. Devoid of the visual feedback system, the 
human proprioceptive system is also susceptible to erroneous drifts 
(47) and biases (48). An important question to be investigated is 
whether the slow sensory response is intrinsic to all soft sensors or 
whether it is due to the internal mechanics of our cPDMS sensor. A 
potential avenue toward improvement of the intrinsic errors in our 
cPDMS sensors could be to experiment with non–polymer-based 
materials, which may exhibit less notable time lags compared with 
cPDMS because of the molecular structure of the conductive materi-
al. However, alternative sensor materials have their own challenges, 
as discussed in Introduction.

Although our complete methodology closely resembles the hu-
man perceptive system, our reference feedback loops were well struc-
tured when compared with the biological counterparts. The tracking 
system and the load cell that we used as ground truths provided phys-
ically meaningful outputs that could be easily learned in a supervisory 
manner using the LSTM network. However, in the human perceptive 
system, we map our sensor signals with multimodal raw signals com-
ing from the ocular, vestibular, auditory, and muscular systems. For 
simplicity, we preprocess the raw images and force readings coming 
from the reference systems to obtain physically relevant variables. A 
faithful end-to-end replication of the human perceptive system, on 
the other hand, would require a direct mapping from the sensory 
space to the image space. This introduces additional complexities in 
the form of object recognition, calibration, and coordinate referenc-
ing. The constant presence of the visual, inertial, and auditory feed-
back is also important for adaptation in case of drastic system changes 
(29, 49). Our methodology currently relies on independent external 
sensing technologies for reference feedback, which have to be re-
moved for real-world applications. However, if the entire system 
undergoes permanent physical changes—like growth, stiffening, and 
material deterioration—then the learned model would display biases. 
Hence, a potential future endeavor would be to integrate other sens-
ing modalities—like vision, inertial measurement units, and force 
sensors—directly into the soft system.

SUPPLEMENTARY MATERIALS
robotics.sciencemag.org/cgi/content/full/4/26/eaav1488/DC1
Table S1. Training performance of the kinematic model.
Fig. S1. Overview of the modeling architecture and its parallel to the human perceptive 
system.
Fig. S2. Differences between a commercial flex sensor and the cPDMS sensor. 
Fig. S3. Sensor response to tip contact.

Fig. S4. Intersensor dependencies.
Fig. S5. Contribution of pressure information for drift compensation.
Fig. S6. Schematic of sensor fabrication process.
Fig. S7. Sensor topology.
Fig. S8. Schematic of the motion of the 2-DoF actuators.
Fig. S9. Schematic of the experimental setup.
Fig. S10. Diagram showing how contact along the continuum of the actuator results in a 
deformation that propagates throughout the system.
Fig. S11. Diagram of how we obtain the force measurement at the tip of the actuator using a 
load cell.
Movie S1. Kinematic prediction with the cPDMS sensors—without contact.
Movie S2. Kinematic prediction with the cPDMS sensors—contact at tip.
Movie S3. Kinematic prediction with the cPDMS sensors—contact along the finger.
Movie S4. Kinematic prediction with the commercial flex sensors—without contact.
Movie S5. Kinematic prediction with the commercial flex sensors—contact at tip.
Movie S6. Kinematic prediction with the commercial flex sensors—contact along the finger.
Movie S7. Force sensing experiment with the cPDMS sensors.
Movie S8. Experiment with the cPDMS sensors showing that the same learned model is 
sensitive to contact anywhere along the arm.
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